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Abstract

In this paper, a mechanism of a distance-based algorithm is highlighted and tested to invisibly watermark a digital video (cover object) using an iconic image (watermark object). The algorithm is based on the distances among the addresses of values of the cover object. These distances are used to make the embedding. The order of manipulating these distances is specified by the values of the watermark data which is dealt with serially. The algorithm achieves a self encryption key. Each watermark object has its unique pattern of distances at different possible lengths of distance bits. This enhances the complexity of sequential embedding. The blind and non-blind algorithm are tested using direct (spatial) and first level Two Dimensional Discrete Wavelet Transform (2D DWT) embeddings. The algorithm shows resisting and withstand against the most important attacks. Some of these include lossy compression, frame averaging, frame swapping, and frame dropping.
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1 Introduction

Nowadays, the e-security is becoming an urgent requirement and among its impressive weapons are watermarking techniques. The forthcoming applications like wireless broadband access, Multimedia Messaging Service (MMS), video chat, mobile TV, HDTV content, Digital Video Broadcasting (DVB), minimal service like voice and data, and other streaming services for “anytime-anywhere” are sooner or later at the door. This prosperous world of digital multimedia communication encounters undoubtedly an outburst of malicious interventions (i.e., copyright infringement like piracy, fraud, forgery, copying, etc). This situation necessitates the design of reliable and robust systems to protect and preserve the integrity and safe passage of any form of data. Invisible watermarking is one of the techniques that are available. Sooner or later this technique will be widely used in the Internet [Hui and Yeung 2003; Cox and Miller 2001; Döerr and Dugelay 2004].

This paper deals specifically with digital video frames having the properties of 24 bits per pixel (8 bits for each primary color red, green, and blue). Each primary color has a fixed range of 256 hexadecimal values. These allowable 256 hexadecimal numbers of each primary color can be read with 256 floats point numbers. Generally, each value is either 0 or multiples of 0.0039216 [Abdul-Ahad et al. 2008].

2 Important properties of digital video

The term Video is a Latin term and means “I see”. Video is basically a three-dimensional array of color pixels. Two dimensions serve as spatial (horizontal and vertical) directions of the moving pictures, and one dimension represents the time domain. A data frame (video frame image) is the set of all pixels that correspond to a single time moment. Basically, a frame is the same as a still image [Hui and Yeung 2003; Cox and Miller 2001; Döerr and Dugelay 2004].

This paper deals with digital video frames having the properties of 24 bits per pixel (8 bits for each primary color red, green, and blue). Each primary color has a fixed range of 256 hexadecimal values. These allowable 256 hexadecimal numbers of each primary color can be read with 256 floating point numbers. Generally, each value is either 0 or multiples of 0.0039216 [Abdul-Ahad et al. 2008].

3 Direct embedding

Two cover objects, referred to as digital video1 and video2, are used in this paper as shown in Figure 1. Both videos are of dimensions 240*320*3 with a frame rate of 30 fps and the encoding format is WMV (compressed video file format developed by Microsoft). The watermark data may be an iconic image (the image may contain logo, signature, fingerprint, trade mark, serial number, and so on), text, or both. Figure 2 shows an iconic image with dimensions 32*32*3 (1024 pixels) to be used to watermark the cover objects.

The embedding process is implemented by decomposing the pixel values of the watermark object into packages of small numbers.

Figure 1: Original digital video1 and video2 (cover objects)

Figure 2: Iconic image (watermark object)
Thereby, for 2 bits distance, each pixel consists of 12-packages of small numbers. The total number of watermark data is 12288 and their four possible values are ranged from 1 to 4. For 4 bits distance, each pixel consists of 6-packages of small numbers. The total number of watermark data is 6144 and their sixteen possible values are ranged from 1 to 16. And for 8 bits distance, the total number of watermark data is 3072, ranged from 1 to 256 [Abdul-Ahad et al. 2008].

**Figure 3: Work of distance-based embeddor**

These values can be considered as addresses to locate the embedding positions in an uncompressed cover object (the embedding takes place before the WMV coder). The values are accumulated to get the next address. The difference in accumulated values of the watermark data can be thought of as distances among addresses of the cover object. This operation can be termed as Distance-Based Embeddor. The operation of this process is illustrated in Figure 3 and can be explained as follows: the value of the 1st watermark data points to the address of the 1st modified content. The 1st and 2nd watermark data are accumulated to get the 2nd address of the 2nd modified content and so forth. The distance between 1st address and 2nd address is equal to the value of 2nd watermark data. This accumulation goes on to the end of the last value of the watermark data. The contents of the positions which are addressed by the watermark data are modified with a factor of $\varepsilon$ to obtain the watermarked object. This factor is selected to be the smallest value (zero is not selected) among the values of the color image of the cover object. In case of direct embedding, $\varepsilon$ is selected to be equal to 0.0039216. This value has very little effect of distortion on the watermarked image. Thereby, the effect of uniquely distance-based deployment of watermark data in cover object helps in encryption. For example, for 2 bits distance-based embedding, the number of possible deployments of the watermark data over a cover object corresponds to the factorial of 12288 (i.e., 12288!). This reflects the complexity of the encryption per each iconic image. Besides, the possibility of embedding diversity at specific distance bits per frame (e.g., 2 bits distance, 4 bits distance and so on). It is worth mentioning here for non-blind watermarking, the embedding process can be anywhere in the cover object and doesn’t matter how many times the watermark embed along the video. In case of blind watermarking, it is important to take in consideration the measurement of correlation for successive video frames to decide both the suitable place and how many times the watermark embed along the video (mostly successive video frames are highly correlated). As shown in Figure 4, the labeled video frames 25 and 112 for video1 and 165 and 220 for video2 are suitable for watermark embedding because of 100% correlation with successive video frames 26 and 113 for video1 and 166 and 221 for video2, respectively. This in turn, facilitates the blind watermark recovery. And at the same time this way of watermarking in many highly correlated video frames decreases the harming effect of frame dropping and frame swapping.

Peak Signal to Noise Ratio (PSNR) measures and mirrors the magnitude of distortion due to watermark data embedding in cover object. PSNR is apparently improved with an increase of distance bits. The reason is that for 2 bits distance, to embed 32*32 pixels, 12288 locations are required, while for 4 and 8 bits distances, only 6144 and 3072 locations are required, respectively. It is obvious that the number of modified values of watermarked object when using 8 bits distance is less than 4 and 2 bits distances. For 2 bits distance, the maximum and minimum distance between any consecutive addresses is 4 and 1 location(s), respectively, and the size of video frame must be at least 30498 bytes (sum the numbers of 2 bits 12288 values of iconic image) to totally embed an iconic image. For 4 bits distance, the maximum and minimum distance between any consecutive addresses is 16 and 1 location(s), respectively, and the size of video frame must be at least 46594 bytes (sum the numbers of 4 bits 6144 values of iconic image) to totally embed the same iconic image. And for 8 bits distance, the maximum and minimum distance between any consecutive addresses is 256 and 1 location(s), respectively, and the video frame size must be at least 401777 bytes (sum the numbers of 8-bits 3072 values of iconic image) to totally embed the same iconic image. Consequently, a different iconic image gives different lengths. It is clear that for the same watermark object, the 8 bits distance needs a larger cover object size to embed all watermark data in comparison to 4 and 2 bits distances. It is obvious that video file easily offers this possibility rather than audio and still image files, since, if needed, the deployment of the watermark data can be made over several video frames.

**Figure 4: Correlation between successive video frames. Red and black lines represent video1 and video2, respectively**

These values can be considered as distances among addresses of the cover object. This operation can be termed as Distance-Based Embeddor. The operation of this process is illustrated in Figure 3 and can be explained as follows: the value of the 1st watermark data points to the address of the 1st modified content. The 1st and 2nd watermark data are accumulated to get the 2nd address of the 2nd modified content and so forth. The distance between 1st address and 2nd address is equal to the value of 2nd watermark data. This accumulation goes on to the end of the last value of the watermark data. The contents of the positions which are addressed by the watermark data are modified with a factor of $\varepsilon$ to obtain the watermarked object. This factor is selected to be the smallest value (zero is not selected) among the values of the color image of the cover object. In case of direct embedding, $\varepsilon$ is selected to be equal to 0.0039216. This value has very little effect of distortion on the watermarked image. Thereby, the effect of uniquely distance-based deployment of watermark data in cover object helps in encryption. For example, for 2 bits distance-based embedding, the number of possible deployments of the watermark data over a cover object corresponds to the factorial of 12288 (i.e., 12288!). This reflects the complexity of the encryption per each iconic image. Besides, the possibility of embedding diversity at specific distance bits per frame (e.g., 2 bits distance, 4 bits distance and so on). It is worth mentioning here for non-blind watermarking, the embedding process can be anywhere in the cover object and doesn’t matter how many times the watermark embed along the video. In case of blind watermarking, it is important to take in consideration the measurement of correlation for successive video frames to decide both the suitable place and how many times the watermark embed along the video (mostly successive video frames are highly correlated). As shown in Figure 4, the labeled video frames 25 and 112 for video1 and 165 and 220 for video2 are suitable for watermark embedding because of 100% correlation with successive video frames 26 and 113 for video1 and 166 and 221 for video2, respectively. This in turn, facilitates the blind watermark recovery. And at the same time this way of watermarking in many highly correlated video frames decreases the harming effect of frame dropping and frame swapping.

Peak Signal to Noise Ratio (PSNR) measures and mirrors the magnitude of distortion due to watermark data embedding in cover object. PSNR is apparently improved with an increase of distance bits. The reason is that for 2 bits distance, to embed 32*32 pixels, 12288 locations are required, while for 4 and 8 bits distances, only 6144 and 3072 locations are required, respectively. It is obvious that the number of modified values of watermarked object when using 8 bits distance is less than 4 and 2 bits distances. For 2 bits distance, the maximum and minimum distance between any consecutive addresses is 4 and 1 location(s), respectively, and the size of video frame must be at least 30498 bytes (sum the numbers of 2 bits 12288 values of iconic image) to totally embed an iconic image. For 4 bits distance, the maximum and minimum distance between any consecutive addresses is 16 and 1 location(s), respectively, and the size of video frame must be at least 46594 bytes (sum the numbers of 4 bits 6144 values of iconic image) to totally embed the same iconic image. And for 8 bits distance, the maximum and minimum distance between any consecutive addresses is 256 and 1 location(s), respectively, and the video frame size must be at least 401777 bytes (sum the numbers of 8-bits 3072 values of iconic image) to totally embed the same iconic image. Consequently, a different iconic image gives different lengths. It is clear that for the same watermark object, the 8 bits distance needs a larger cover object size to embed all watermark data in comparison to 4 and 2 bits distances. It is obvious that video file easily offers this possibility rather than audio and still image files, since, if needed, the deployment of the watermark data can be made over several video frames.

**4 DWT embedding**

The rapid progress of digital signal processing (DSP) techniques caused the sequential development of the electronic copyright (or proprietorship) protection. Due to this development, the DSP technique Discrete Wavelet Transform (DWT) becomes a vital and ready tool in achieving this requirement. It can be regarded as the most efficient transform dealing with multimedia applications since it provides a powerful and independent time-frequency (Multireso-
The least significant byte of a pixel’s color (blue) of the video frame is decomposed into four sub-bands using 2D DWT technique as shown in Figure 5. As can be seen, any primary color channel can be transformed into four sub-bands, namely LL (approximate sub-band) where both horizontal and vertical directions have low frequencies, LH (horizontal sub-band) where the horizontal direction has low frequency and the vertical one has high frequency, HL (vertical sub-band) where the horizontal direction has high frequency and the vertical one has low frequency, and HH (diagonal sub-band) where both horizontal and vertical directions have high frequencies.

Each sub-band has dimension of 120*160 of 2D DWT coefficients. The blue color is preferred for watermark embedding, but if there is not enough space, the 2D DWT sub-bands of the red color is the next best option and the 2D DWT sub-bands of the green color is the last option. This choice is motivated by the fact that the human visual system (HVS) is subjectively less sensitive to the blue color and best sensitive to the green color as shown in Figure 6. The decomposition mechanism of the 2D DWT is very similar to the HVS mechanism. This means the higher resolution sub-bands LH, HL, and HH are suitable regions to watermark embedding rather than the lower sub-band LL where the most primary color energy is concentrated. After the embedding, the 2D inverse DWT is applied to the four decompositions to get the watermarked object. Embedding watermark in these higher sub-bands increases the robustness of the embedding with no additional impact on video frame quality [Burrus et al. 1998; Kutte et al. 1998; Hunterlab 2001; Langelaar et al. 2000]. It is worthy to note that Daubechies wavelet function (db4) is used throughout this work.

5 Some models of attacking

Tables 1(a), 1(b), 2(a), 2(b), and 3 illustrate important results of attacking the watermarked object with effective and popular attacks [Doerr 2005; Alattar et al. 2003; K. Su 2001; Su et al. 2005]. The algorithm is tested by WMV compression, frame swapping, frame dropping, and frame averaging. In spite of all, signal to noise ratio (PSNR) readings are low as shown in Tables 1, 2, and 3. All the used attacks have a direct and visible effectiveness of distortion on the watermarked object. The proposed algorithm has the ability of high resilience of extracted watermark object regardless of what type of embedding technique is used. It is important to mention that all embeddings are implemented with 2 bits and 4 bits distances. The relevant results in the tables are very close to each other. This means that all embeddings are robust. However, according to the retrieving of the iconic image, it is apparent that the 1st level 2D DWT embedding is more withstandable than the direct embedding. Note that all the direct and 2D DWT embeddings used in Tables 1 and 2 are done at the same value of \( \varepsilon \). This means that at amplified \( \varepsilon \), Table 3 shows an improved version of the resilience of the extracted watermark shown in Table 1(a) using 4 bits distance-based direct embedding. Consequently, increasing \( \varepsilon \) increases the robustness of the watermark at the expense of the quality of the watermarked object.

6 Recovering process

Figure 7 illustrates the work of the distance-based extractor. The watermark data is extracted from the difference between the cover and watermarked video frames in case of non-blind extraction, or between successive video frames in case of blind extraction. The difference contains numbers of zeros and \( \varepsilon \)s in case of direct embedding or 1st level of 2D DWT embedding. The nonzero values indicate the addresses where the modification has taken place. The difference between any consecutive addresses of nonzero content is recovering the data of the iconic image. The recovered data must be
A) 4 bits distance-based direct embedding

### Non-Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV Compression</td>
<td>WMV Compression</td>
</tr>
<tr>
<td>PSNR = 41.1421</td>
<td>PSNR = 40.6394</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 39.6156</td>
<td>PSNR = 38.2422</td>
</tr>
<tr>
<td>Corr = 0.9939</td>
<td>Corr = 0.9939</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 37.8392</td>
<td>PSNR = 25.6583</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9801</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 41.5083</td>
<td>PSNR = 36.2609</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
</tr>
</tbody>
</table>

### Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 41.7833</td>
<td>PSNR = 40.9564</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9941</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 38.7901</td>
<td>PSNR = 25.6615</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9806</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 42.7947</td>
<td>PSNR = 36.6966</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9941</td>
</tr>
</tbody>
</table>

B) 2 bits distance-based direct embedding

### Non-Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV Compression</td>
<td>WMV Compression</td>
</tr>
<tr>
<td>PSNR = 37.8241</td>
<td>PSNR = 37.4899</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 37.1019</td>
<td>PSNR = 36.2532</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9976</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 35.9362</td>
<td>PSNR = 25.5132</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9976</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 40.4198</td>
<td>PSNR = 33.9039</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9997</td>
</tr>
</tbody>
</table>

### Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 38.7691</td>
<td>PSNR = 38.0842</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9999</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 36.5731</td>
<td>PSNR = 25.5468</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9975</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 40.9573</td>
<td>PSNR = 34.1585</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9997</td>
</tr>
</tbody>
</table>

### Table 1: Attacks for distance-based direct embedding. Video1: compression (frame 25), swapping (frames 25, 26), dropping (frames 25, 27), and averaging (frames 23–26). Video2: compression (frame 165), swapping (frames 165, 166), dropping (frames 165, 167), and averaging (frames 163–166)

A) 4 bits distance-based first-level DWT embedding

### Non-Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV Compression</td>
<td>WMV Compression</td>
</tr>
<tr>
<td>PSNR = 38.2807</td>
<td>PSNR = 38.1235</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 37.1614</td>
<td>PSNR = 36.0716</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 0.9975</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 35.9163</td>
<td>PSNR = 25.5111</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 0.9975</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 37.9260</td>
<td>PSNR = 24.4765</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 0.9974</td>
</tr>
</tbody>
</table>

### Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 37.1522</td>
<td>PSNR = 35.8883</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 36.0045</td>
<td>PSNR = 25.5111</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 0.9975</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 37.7667</td>
<td>PSNR = 26.6993</td>
</tr>
<tr>
<td>Corr = 0.9997</td>
<td>Corr = 0.9978</td>
</tr>
</tbody>
</table>

B) 2 bits distance-based first-level DWT embedding

### Non-Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV Compression</td>
<td>WMV Compression</td>
</tr>
<tr>
<td>PSNR = 37.9244</td>
<td>PSNR = 37.1998</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 37.0914</td>
<td>PSNR = 36.0781</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 35.9735</td>
<td>PSNR = 25.5779</td>
</tr>
<tr>
<td>Corr = 0.9998</td>
<td>Corr = 0.9975</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 39.9828</td>
<td>PSNR = 28.9937</td>
</tr>
<tr>
<td>Corr = 0.9997</td>
<td>Corr = 0.9987</td>
</tr>
</tbody>
</table>

### Blind Watermarking

<table>
<thead>
<tr>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame swapping</td>
<td>Frame swapping</td>
</tr>
<tr>
<td>PSNR = 38.0546</td>
<td>PSNR = 38.4842</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 1</td>
</tr>
<tr>
<td>Frame dropping</td>
<td>Frame dropping</td>
</tr>
<tr>
<td>PSNR = 35.0546</td>
<td>PSNR = 25.5897</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9978</td>
</tr>
<tr>
<td>Frame averaging</td>
<td>Frame averaging</td>
</tr>
<tr>
<td>PSNR = 39.7681</td>
<td>PSNR = 29.4287</td>
</tr>
<tr>
<td>Corr = 0.9997</td>
<td>Corr = 0.9991</td>
</tr>
</tbody>
</table>

### Table 2: Attacks for distance-based DWT embedding. Video1: compression (frame 25), swapping (frames 25, 26), dropping (frames 25, 27), and averaging (frames 23–26). Video2: compression (frame 165), swapping (frames 165, 166), dropping (frames 165, 167), and averaging (frames 163–166)
The direct embedding algorithm is directly implemented on the for 4 bits distance embedding. 12288 packages for 2 bits distance embedding and 6144 packages for 4 bits distance embedding.

The direct embedding algorithm is directly implemented on the content of the cover image and the amount of distortion depends upon ε and length of distance bits. While in distance-based 2D DWT embedding, in addition to ε and length of distance bits, the amount of distortion is affected by the order and level of wavelet selection.

<table>
<thead>
<tr>
<th>Non-Blind Watermarking</th>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV Compression</td>
<td>PSNR = 30.1508</td>
<td>PSNR = 39.6619</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
<td></td>
</tr>
<tr>
<td>Frame swapping</td>
<td>PSNR = 38.9333</td>
<td>PSNR = 37.8506</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
<td></td>
</tr>
<tr>
<td>Frame dropping</td>
<td>PSNR = 37.3505</td>
<td>PSNR = 25.6290</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9976</td>
<td></td>
</tr>
<tr>
<td>Frame averaging</td>
<td>PSNR = 41.5257</td>
<td>PSNR = 36.2017</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9999</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Blind Watermarking</th>
<th>Video1</th>
<th>Video2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame swapping</td>
<td>PSNR = 40.6039</td>
<td>PSNR = 40.3088</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 1</td>
<td></td>
</tr>
<tr>
<td>Frame dropping</td>
<td>PSNR = 38.1280</td>
<td>PSNR = 25.8901</td>
</tr>
<tr>
<td>Corr = 0.9999</td>
<td>Corr = 0.9978</td>
<td></td>
</tr>
<tr>
<td>Frame averaging</td>
<td>PSNR = 41.8660</td>
<td>PSNR = 36.5163</td>
</tr>
<tr>
<td>Corr = 1</td>
<td>Corr = 0.9999</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Attacks for distance-based direct embedding using amplified ε. Video1: compression (frame 25), swapping (frames 25, 26), dropping (frames 25, 27), and averaging (frames 23–26). Video2: compression (frame 165), swapping (frames 165, 166), dropping (frames 165, 167), and averaging (frames 163–166)

7 Conclusion

The lossy compression constitutes the main obstacle and challenge to the technical watermarking but the algorithm was able to overcome it completely. Especially when using the technique DWT, this technique provides a kind of protection for the watermark data, particularly at higher resolution sub-bands, compared with direct embedding. Direct embedding is a pixel-wise process while DWT embedding is a coefficient-wise (indirect) process. Results written in the tables confirm this protection. In other words, the importance and benefits of watermarking technique will stimulate researchers to discover ways for lossless video compression.

Despite that PSNR is large, the resilience of the watermark image is vulnerable in front of the attacks particularly at 4 bits distance-based direct embedding, while at 2 bits distance-based direct embedding, the resilience is improved and robust. This is due to the wide deployment of 4 bits distance-based direct embedding over the frame, where the effect of lossy WMV compression is huge and devastating. This situation exists, but with little effect in case of 2D DWT embedding, where both 2 bits and 4 bits distance-based embeddings are robust.

Future research need to focus on decreasing the distortions and artifacts of the extracted watermark by extracting and embedding the most representative features of the watermark object. The goal would be to extend the proposed method to be resilient against other attacks such as geometric distortion of the images.
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